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Abstract 

Large-scale surveys are increasingly moving from (face-to-face or telephone-based) interviewer-
administered to self-administered online modes. To ensure high measurement quality and 
maximum comparability and equivalence between the source questionnaire and its 

adaptation⸺across modes as well as across survey waves⸺various aspects of question 
design must be considered and several decisions need to be made concerning question 

presentation and wording. This survey guideline summarizes good practices on how to transition 
questionnaires from interviewer- to self-administered web surveys and gives recommendations 
and examples for major adaptation issues as well as general questionnaire design elements 

relevant to web surveys. In this context, we focus on the switch from an interviewer-based to an 

online mode (although mixed-mode designs are also conceivable). 
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1 Introduction 

Large-scale surveys are increasingly switching to online or mixed-mode data collection due to 

time pressure, rising costs of solely interviewer-administered surveys, and declining response 
rates as well as societal changes (e.g., the ever-increasing relevance of digitization and declining 
willingness to participate in face-to-face surveys). Although web surveys require programming, 
they do not necessarily need professional programmers (Hansen et al., 2016) and are ultimately 

much less expensive (Breton et al., 2017). Moreover, during the Covid-19 pandemic, several major 
large-scale surveys decided to switch modes to ensure data collection. However, a switch in 
survey modes or the combination of modes can lead to so-called measurement mode effects (i.e., 
responses, participation rates, response rates, break-off rates, etc. differing between 

modes)⸺for example, triggered by the fact that participants interpret the question differently 

because it is presented in a different way (e.g., Dillman, 2017; Hox et al., 2015). Presenting 

response scales in different layouts or adapting them in a way that is answerable on mobile 
devices might lead to a shift in responses. Therefore, adaptations of a questionnaire from an 
interviewer-administered (e.g., face-to-face or telephone-based) to a self-administered online 

mode have to minimize measurement error. At the same time, they should maintain maximal 

equivalence with the interviewer-administered source questionnaire, to enable comparison 
across modes and waves.  

The demand to keep the measurement error as small as possible and at the same time to 

guarantee the best possible comparability between modes is already the first hurdle and 

question to be asked when moving to web surveys. More specifically, researchers must decide 
whether to focus on the comparability with previous waves or whether to reduce measurement 
error in the adapted online mode at the expense of comparability over time. The same applies to 

mixed-mode designs, if researchers want to implement several modes in parallel. Here, too, they 

must ask themselves whether they want to realize the most error-free measurement in each 

mode individually (i.e., mode-specific design) or whether to optimize the comparability between 
modes (i.e., unified mode design) and also make adaptations in the other direction⸺that is, in 

the interviewer-administered source questionnaire (e.g., to achieve consistency of scales in both 

modes).1 

This survey guideline summarizes knowledge from the literature and from a pretest project2 on 
how to transition questionnaires from interviewer-administered surveys to an online mode by 

providing recommendations on questionnaire design and implementation (for survey guidelines 
on web probing and cognitive pretesting, see Behr et al., 2017 and Lenzner et al., 2015). In the 

first part, we address aspects of questionnaire design that need to be adapted due to the absence 
of an interviewer who administers the questions and provides clarifications when needed. In 
doing so, the best possible comparability between modes is emphasized and only changes are 

 
1  We refer interested readers to previous survey guidelines addressing web surveys (Bandilla, 2015), 

methodological advantages and disadvantages of mixed-device and mobile web surveys (Beuthner et al., 2019), 

as well as benefits and drawbacks of using multiple modes for data collection (i.e., effects on response rates, 

sample balance, survey costs, and measurement mode effects; Stadtmüller et al., 2021). 

2  Hadler, P., Lenzner, T., Schick, L., Neuert, C. (2022). European Working Conditions Survey 2024: Preparation and 

cognitive testing of the online questionnaire (Working Paper WPEF22035). Eurofound. 

https://www.eurofound.europa.eu/sites/default/files/wpef22035.pdf 

Hadler, P., Lenzner, T., Schick, L., Neuert, C., Steins, P., & Behnert, J. (2022). European Working Conditions Survey 

2024. Cognitive pretest (GESIS Project Report 2022/08). GESIS-Pretestlabor. https://doi.org/10.17173/pretest116 

Nießen, D., Hadler, P., Lenzner, T., & Neuert, C. (2022). Working conditions and sustainable work. Good practices in 

transitioning to an online mode in 3MC questionnaire design (Working Paper WPEF22034). Eurofound. 

https://www.eurofound.europa.eu/sites/default/files/wpef22034.pdf 
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recommended that are mandatory and compatible with the interviewer-administered source 

questionnaire. In the second part, we discuss general design aspects that should be considered 
in web surveys. 

2 Aspects of questionnaire design in the transition to an online mode 

The main difference between interviewer- and self-administered survey modes is the presence or 
absence of an interviewer, which has several implications for questionnaire design. This first 

main section addresses issues of questionnaire design to consider when adapting an interviewer-
based source questionnaire into a self-administered web survey (for a comprehensive overview, 
see Olson et al., 2019):  

• Addressing the respondents and question wording 

• Definitions and clarifications 

• Substantive response options 

• Non-substantive response options 

• Survey length 

2.1 Addressing the respondents and question wording 

The adaptation to a web survey requires many adjustments in question wording. This is most 
prominently the case when respondents were previously directly addressed, or the interviewers 
referred to themselves directly (e.g., when the next survey topic is introduced). 

2.1.1 Introductory pages and bridges 

In computer-assisted personal interviewing (CAPI) or computer-assisted telephone interviewing 

(CATI) questionnaires, the interviewer generally introduces the next topic with sentences such as 

“I’m now going to ask you some questions about….” In online questionnaires, four adaptations 
must be made: First, the adaptation must replace the first person singular (“I”) with a neutral 

wording, such as “The next questions are about….” Second, the introductory text to a set of 
questions should be placed either at the top of a survey page with the next question or on a 

separate survey page prior to the respective question. Third, it is recommended that important 
words, which an interviewer would emphasize, are visually highlighted, for instance, using bold 

font. For example, in a survey on working conditions, for respondents with multiple jobs, the 
words “main” or “all” should be highlighted, depending on whether respondents should base 
their answer only on their main job or whether they should consider all jobs (e.g., “The next 

questions are about […] your main job. By ‘main’ job, we mean…”; Hadler et al., 2022, p. 18). 
Fourth, the introductory sections of interviewer-administered question texts are often sentence 

fragments that read incomplete, for instance, “In your spare time, do you…,” followed by the 

items read out by the interviewer “… visit cultural events (e.g., exhibitions, museums, theatre, 
the opera)?” In the adapted online questionnaire, the question text and items should be turned 
into full sentences: “Do you carry out the following activities in your spare time?” and “I visit 

cultural events (e.g., exhibitions, museums, theatre, the opera).”  

2.1.2 Show cards and instructions 

Another common example of necessary adjustments to question wording and design is when 
show cards are used in CAPI mode. Normally, these show cards can simply be replaced with a 



4 
 

corresponding single-choice question or item-by-item battery without any adjustments to the 

question text. In cases in which the question text explicitly refers to the show card, this part of 
the question must be adjusted accordingly.  

Furthermore, to ensure that respondents understand the survey questions as they are intended, 
instructions on how to respond to a survey question must be inserted (e.g., “Please select one 
answer.” or “Please select all answers that apply to you.”). In all cases, the question or item text 
should be adapted as minimally as possible to ensure comparability between survey modes. 

2.2 Definitions and clarifications 

In surveys conducted by an interviewer, there are instructions (i.e., definitions and explanations) 

that the interviewer reads aloud as needed. In online questionnaires, researchers must decide 

whether to present definitions and clarifications to all respondents or only “on request” using 
techniques such as mouse rollover or clickable references.  

2.2.1 Explanations presented with the question text 

In general, clarifications should be presented to all respondents if they are (potentially) relevant 
to all respondents, for instance, if central concepts of the questionnaire are introduced or if 

(ambiguous) terms could be misinterpreted, although respondents are familiar with the term 
(and thus would probably not actively seek additional information). In addition, it is 

recommended to explain to all respondents what they should include or exclude in an answer 
(e.g., when asking about the number of people living in the household, whether respondents 

should include themselves or not) and how detailed the information should be in an open-ended 
answer field. By contrast, clarifications only relevant to certain groups of respondents should be 

presented only to these groups (see also Olson et al., 2019). Whether a question is relevant for a 
respondent can be determined based on preceding filter questions.  

In web surveys, it is generally recommended to offer definitions and clarifications on the survey 

page to which they pertain (and not centrally at the beginning of a survey), because this 

procedure increases the likelihood of respondents reading them (Christian & Dillman, 2004) and 

not already having forgotten the relevant information. If additional information is presented to 
all respondents, the placement of this information should (in most cases) occur directly after the 

question stem or below the general instruction in a series of questions (e.g., Metzler et al., 2015; 
Redline, 2013). However, for some questions, such as long ones, it can be preferable to place 
additional information in front of the question because respondents are more likely to expect the 

research intent of these items at this point and to ignore information after the question (Redline, 
2013).  

Visual techniques, such as the use of italics, parentheses or bolding, should help to differentiate 
definitions or clarifications from the main question text (e.g., Christian & Dillman, 2004; Dillman 
& Christian, 2005; Olson et al., 2019; Redline et al., 2003; Tourangeau et al., 2004). However, visual 

features should be used consistently throughout the survey (Dillman & Smyth, 2007) because 

there is growing evidence that the visual design of web surveys influences data quality (Hansen 

et al., 2016).  

2.2.2 Explanations presented “on request” 

Interviewer-administered surveys often include supplementary information that the interviewer 

only presents when it is deemed necessary to improve response quality. This includes (detailed) 
definitions of terms or clarifications of constructs used in the question text that can be read aloud 
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to respondents on demand. Typically, terms that may be clear to many respondents but unclear 

to others should be provided “on request” if it cannot be determined in advance who needs 
additional information, because presenting all potentially relevant clarifications to all 

respondents would immensely increase the length of some surveys and cause unnecessary 
burden to respondents.  

If additional information is made available “on request,” for example, via computer mouse 
rollover (resulting in a pop-up definition) or clickable words/links (resulting in a new window or 
tab), it should be made as easily accessible as possible without requiring multiple clicks or much 

effort (e.g., Conrad et al., 2006; Galesic et al., 2008; Olson et al., 2019; Peytchev et al., 2006). 
Rollover definitions are requested more frequently than click definitions (Conrad et al., 
2006)⸺even though definitions are accessed most often when presented directly with the 
question text (Peytchev et al., 2006). But this also depends on the device type because it has been 

shown that smartphone users consult definitions regardless of their placement more often than 
tablet or laptop users (Tourangeau et al., 2017). Therefore, easy access to definitions is an 

important issue to consider in web surveys. 

We recommend to visually highlight clarifications that are provided via mouse-over or clicking on 
the respective word to ensure that respondents are aware that they can receive additional 

information. Since several studies and cognitive pretests have shown that respondents do not 

read instructions and explanations thoroughly if they are only displayed “on request,” 
researchers should decide in advance what information is necessary to increase question 
comprehension and avoid too complex and burdensome questions (e.g., Conrad et al., 2006; 

Hadler et al., 2022; Lenzner et al., 2014, 2015; Schober et al., 2000). Some questions can contain 
both clarifications visible to all respondents and clarifications via mouse rollover.  

2.3 Substantive response options 

In the end, the answers given by respondents produce the data of a survey. In order to maximize 

the quality of the answers, special attention must be paid to content-related answer options 
when creating an online survey. These include ordinal response scales (e.g., Likert response 

scales with two poles and gradations in between), multiple-answer/-item (i.e., grid) questions, 

and open-ended numerical questions. 

2.3.1 Ordinal response scales 

One well-documented effect observable when switching survey modes refers to attitudinal 

questions using ordinal scales. If presented orally, such questions are more likely to produce 
extreme (positive) responses, whereas visually presented scales tend to elicit an increase in 

intermediate categories (e.g., Christian et al., 2008; Dillman & Edwards, 2016; Heerwegh & 
Loosveldt, 2008; but see Heerwegh, 2009). Research has attributed this to differential cognitive 
processing of information obtained orally and visually, as well as providing several alternative 

explanations for the tendency to extreme positive responses in orally administered surveys, such 

as primacy and recency effects, socially desirable and acquiescent responding (e.g., Bishop et al., 

1988; Cernat et al., 2016; Chang & Krosnick, 2010; Olson et al., 2019). Being aware of these effects 
of ordinal response scales on differential response behavior depending on the mode, it is 
necessary to provide respondents with as much assistance and facilitations as possible to keep 

these mode differences as small as possible.  

A general recommendation for any type of survey, whether conducted by an interviewer or self-
administered, is that the direction of the response scales should be consistent throughout the 

entire survey. Most previous studies have found that scale direction impacts response 
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distribution (e.g., Terentev & Maloshonok, 2019), but that effects are small (e.g., Höhne & Lenzner, 

2015) and factor structures for latent constructs are not impacted by scale direction (for an 
overview, see Robie et al., 2022). At the same time, Liu and Keusch (2017) have found that in web 

surveys, acquiescence was higher when attitudinal scales began with the “agreement” or 
“applies” part of the scale. Therefore, for item batteries employing the same response scale 
across multiple items, “a simple solution to the inflated data obtained from descending-ordered 
scales is to present response scales in ascending order” (Chyung et al., 2018, p. 9), that is, from 
“does not apply at all” to “applies completely” (for an overview of important response scale 

characteristics, see DeCastellarnau, 2018). Finally, scale polarity in adapted questionnaires 
should not differ from the source questionnaire (e.g., Dorer, 2012). In addition to the consistency 
of the direction of response scales, the same response scale with the same number of categories 
and consistent labels is recommended whenever possible (e.g., a 5-point response scale; Porst, 

2011; for a survey guideline on the design of rating scales in questionnaires, see Menold & Bogner, 
2015). 

2.3.2 Multiple-answer questions and multiple-item (grid) questions 

The handling of multiple-answer and multiple-item or grid questions should also be considered 
when moving to a web-based survey mode. In multiple answer questions, multiple items are 

presented in a grid or matrix in which respondents must indicate whether or not each single item 

applies to them by selecting “yes” or “no” as response choices. This question format (also 
referred to as “forced-choice” or “yes-vs.-no” format) is often used in interviewer-administered 
surveys (Olson et al., 2019; Smyth et al., 2006). In an attempt to lower cognitive burden in visually 

presented questionnaires, multiple-answer questions are often adapted to a “check-all-that-
apply” format (Olson et al., 2019; Smyth et al., 2006). In a “check-all-that-apply” format, the items 

are listed, and respondents are asked to select all items that apply to them.  

However, it has been shown that these two formats yield significantly different responses (more 

response categories selected and longer completion times in the “yes-vs.-no” compared to the 

“check-all-that-apply” format; e.g., Neuert, 2020; Nicolaas et al., 2011, 2015; Smyth et al., 2006; 
Thomas & Klein, 2006). Moreover, the “check-all-that-apply” format is more prone to satisficing 
and primacy effects (e.g., Smyth et al., 2006), and it is more difficult to interpret what a missing 
choice really means (i.e., whether the item was intentionally or accidentally omitted; e.g., Neuert, 

2020). To ensure comparability of data, it is generally recommended to use the same format in 
all modes and to prefer the “yes-vs.-no” format in most cases (e.g., Nicolaas et al., 2011) because 
it induces deeper processing of the answer options and is more comparable across modes (e.g., 
Smyth et al., 2006, 2008), even though it is also more likely to elicit acquiescent responding (e.g., 
Callegaro et al., 2015).  

Even though it can generally not be recommended, the “check-all-that-apply” format can present 
a possibility for the query of factual information (e.g., countries visited) or questions with lots of 
answer options (e.g., leisure activities, spoken languages)⸺especially, considering evidence 
from previous studies that there were no differences in cognitive effort (measured by eye 

tracking) between the two modes for factual questions (e.g., Neuert, 2017). Here, an additional 
response option (e.g., “none of the above”) should be added to avoid item non-response that 
would otherwise be difficult to interpret (Olson et al., 2019). 

2.3.3 Open-ended numerical questions 

Special attention should also be paid to the handling of open-ended numerical answers. For a 

series of open-ended numerical questions, programmed feedback that calculates the sum of 
numerical responses is a useful aid in eliciting more valid responses⸺for example, 
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corresponding to 100%⸺than without feedback. Specifically, concurrent feedback (i.e., while 

the answers are being entered) has been found to result in shorter response times than delayed 
feedback (i.e., after all answers in the question block have been entered; Conrad et al., 2005).  

Another type of open-ended numerical questions, which requires special attention, are those in 
which answers can be given in different units of measurement or formats (e.g., height, money 
amounts, time indications, dates) to prevent wrong answers (e.g., minutes instead of seconds, 
comma instead of a period for numbers, cents instead of dollars; see also Olson et al., 2019). 
Providing respondents with the opportunity to select the unit that fits their need is intended to 

facilitate the response process. This means that the question asks about the most common unit 
(e.g., earnings per month), but respondents are given the option to answer the question in a 
different response unit (e.g., earnings per week or per year).  

To ensure that respondents enter the correct format, two issues must be considered: First, the 

instructions should be clear enough and include, for example, a highly visible exemplary 
template in a separate box so that respondents can easily understand and answer the questions 

(e.g., Christian et al., 2007; Dillman & Smyth, 2007; Olson et al., 2019). Instead of single answer 

fields, it is also advisable to use separate answer fields for date questions or non-integer answers 
(e.g., Couper et al., 2011). Second, programmed validation checks that only allow numbers in a 

certain interval or format (e.g., from 1 to 100, with or without decimal numbers) and error 

messages that alert respondents to the allowable range can help capture correct values (Olson 
et al., 2019). Because error messages might be perceived as frustrating, helping respondents 
understand what unit of measurement or format is needed in the first place will reduce the 

likelihood of receiving error messages at all (e.g., Christian et al., 2007; Dillman et al., 2014). In 
general, we recommend programming plausibility checks and providing additional explanations 

on the range of valid answers (e.g., “Please enter a whole number between 1 and 100.”). 

2.4 Non-substantive response options 

Next to the presentation of substantive response options, survey designers adapting a 
questionnaire to an online mode must consider whether to explicitly offer non-substantive 

response options, such as “I don’t know,” “I don’t want to answer,” “Not applicable,” or 

“Refusal.”  

2.4.1 General remarks on non-substantive response options 

In interviewer-administered surveys, non-substantive response options are generally not read 

aloud, but noted by the interviewer when prompting the respondent does not elicit a response. 
In web surveys, researchers must decide whether to explicitly offer one or more non-substantive 

response options. Doing so generally results in a higher selection of these categories (e.g., 
Heerwegh, 2009; Heerwegh & Loosveldt, 2008; Olson et al., 2019). That is why they are sometimes 
considered as an “easy way out” and a satisficing response strategy (Krosnick et al., 2002; Schmid 

et al., 2023). For example, in the German questionnaire of the European Values Survey (EVS) 

2017/2018, which was administered either as a face-to-face survey, as a self-administered mixed-

mode survey in full length or in a matrix design, the share of “I don’t know” answers was much 
lower in the face-to-face-mode (1.7%) than in the mixed-mode matrix (4.6%) and the mixed-
mode full survey (5.8%; Wolf et al., 2021).  

Because there is no simple answer to the question of whether non-substantive answers should 

be provided in web surveys, we recommend making this decision for each question individually. 
We generally recommend offering these answer options only very sparingly (also for reasons of 

comparability with the interviewer-administered source questionnaire) and only when a non-
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substantive response option poses a valid response. For attitudinal questions where researchers 

truly believe that respondents do not have an opinion on the issue, an explicit “I don’t know” 
option can be offered (Dillman et al., 2014; Krosnick et al., 2002). 

In addition, if a question potentially does not apply to all respondents, a “Not applicable” option 
should be presented. If the non-substantive response applies only to certain respondent groups, 
we recommend offering it only to these respondents (e.g., job evaluation question for self-
employed participants). All non-substantive response options should be visually detached from 
the substantive response options and written, for instance, in italics. 

Sensitive questions such as on respondents’ age and personal income can, in the first place, be 
asked using an open-ended numerical format, thus, asking for very detailed level of reporting 
along with an explicit “Refusal” option like “I prefer not to answer this question. Respondents 
who select the “Refusal” option could then be directed to a second question asking about the 

approximate age or income range (for an illustrative overview of how income is measured in 
social science surveys, see Schneider et al., 2022). Generally, sensitive questions benefit from self-

administered survey modes (e.g., lower item non-response, less socially desirable responding 

and acquiescence; Cernat et al., 2016; Chang & Krosnick, 2010; Duffy et al., 2005, Hansen et al., 
2016; Olson et al., 2019) due to higher perceived anonymity.  

2.4.2 Motivational statements (soft prompts)  

Alternatively, researchers can decide not to explicitly offer non-substantive response options in 
web surveys, and respondents can simply leave single questions blank (referred to as skipping-
allowed design; Kmetty & Stefkovics, 2022). Respondents should be informed about this option 

on the welcome page. This, however, has the clear disadvantage that data analysts cannot 
distinguish between respondents who accidentally skipped an item or question, those who did 

not know how to answer it, and those who did not want to answer it (Olson et al., 2019). It might, 
however, lead to lower rates of missing information than providing an “I don’t know” category 

(Kmetty & Stefkovics, 2022). 

To prevent respondents from inadvertently skipping questions, soft prompts (or motivational 
statements) could be used. Respondents are still allowed to skip questions but receive a prompt 
pointing to which question(s) were not filled out along with a motivational statement underlining 
the importance of answering when a skip occurred (e.g., “Note: This question is very important 

for the further course of the questionnaire. Please try to answer it.”). If respondents confirm that 
they wish to leave the question blank, they are then directed to the next survey page.  

Motivational statements (or soft prompts) that immediately follow a page containing an 
unanswered item have been shown to reduce item non-response to the same level as 
interviewer-based survey modes (e.g., Al Baghal & Lynn, 2015; see also DeRouvray & Couper, 

2002). However, they should also be used only to a limited extent (e.g., for key questions or crucial 
constructs) because the motivating effect of such reminders decreases in the course of the survey 
(Oudejans & Christian, 2010). 

In case the survey contains knowledge questions, it should be completely refrained from 

motivational statements. Compared to interviewer-based modes, an online mode is susceptible 
to biased responses for knowledge questions because respondents might look up the correct 
answer online, leading to a higher rate of correct answers (e.g., Clifford & Jerit, 2016; Domnich et 

al., 2015; Gummer & Kunz, 2022; Liu & Wang, 2014; Olson et al., 2019). A self-commitment in which 
respondents confirm that they will not cheat can help reduce this bias (Clifford & Jerit, 2016).  
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2.5 Survey length 

Another important aspect that might arise when switching from an interviewer- to a self-
administered web survey concerns the appropriate length of the questionnaire. This is 
particularly the case because questionnaires for interviewer-administered surveys are often 

designed to be longer. In contrast, the ideal length of a web survey is between ten and 15 minutes, 
and the maximum length of a web survey is between 20 and 28 minutes (e.g., Revilla & Höhne, 

2020; Revilla & Ochoa, 2017). 

If web surveys are too long, this bears the risk that respondents get tired and lose motivation, 
potentially leading to undesired response behavior (e.g., straightlining, survey break-off; Cernat 

et al., 2022; Littvay, 2009). However, this also depends on the survey itself, the survey topic, and 

the interest of the respondents. Initial research indicates that switching from an interviewer-
administered to an online questionnaire has minimal impact on the length of the survey. In the 
European Value Survey (EVS), the average interview duration was 59 minutes for a face-to-face 

survey and 55 minutes for a web survey of the same content (Wolf et al., 2021). 

Strategies to shorten the questionnaire without losing information about the target population 

are split questionnaire or matrix designs, in which the questionnaire is divided into shorter 
modules. Subsets of the modules are then administered to different respondents (Raghunathan 
& Grizzle, 1995). We refer readers interested in split-questionnaire designs to Little and Rhemtulla 
(2013) for an overview or to Axenfeld, Blom, et al. (2022) and Axenfeld, Bruch, et al. (2022). 

3 Aspects of questionnaire design in web surveys 

In addition to adaptations that must generally be taken into account when changing modes, 

there are specific aspects and challenges that arise due to the web mode. This second main 

section addresses these general issues of questionnaire design relevant to web surveys: 

• Presentation of the questionnaire 

• Visual design elements 

3.1 Presentation of the questionnaire 

3.1.1 Device types 

Most web surveys offer respondents the possibility of choosing between different device types to 

fill out the survey: desktop devices (computers, laptops/notebooks) and mobile devices (tablets, 

smartphones). The choice of device can affect data quality and cause measurement error 
because the way a survey is displayed (e.g., the orientation of the response scale, the amount of 
information visible at once) can affect respondent behavior (Olson et al., 2019). This is, therefore, 
an important aspect in questionnaire design in an online mode.  

Previous studies have found negligible or no differences in data quality between device types in 
terms of reliability and validity of responses (e.g., Keusch & Yan, 2017; Heerwegh, 2009; Olson et 

al., 2019; Sommer et al., 2017; Tourangeau et al., 2017), and in terms of undesired response 
behavior such as social desirability, primacy effects, and non-substantive responses (e.g., 
Mavletova, 2013). With regard to straightlining or non-differentiation, findings are mixed: Some 

studies have found less straightlining behavior among respondents using mobile devices than 
among those using a desktop device (e.g., Keusch & Yan, 2017; Lugtig & Toepoel, 2016), while 
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others have found more straightlining on smartphones compared to desktop PCs (e.g., 

Struminskaya et al., 2015).  

Findings on the rate of missing data and length of open-ended answers varied in previous 

research: Some have found more item non-responses (e.g., Keusch & Yan, 2017; Lambert & Miller, 
2015; Struminskaya et al., 2015) and shorter responses on mobile devices (e.g., Lambert & Miller, 
2015; Mavletova, 2013; Struminskaya et al., 2015), whereas other researchers have found no 
differences across device types (e.g., Buskirk & Andrus, 2014). However, researchers have 
consistently reported that respondents using mobile devices terminate the survey more often 

and need more time to complete it than those using desktop devices (e.g., Buskirk & Andrus, 
2014; Keusch & Yan, 2017; Lambert & Miller, 2015; Mavletova, 2013; Olson et al., 2019; Sommer et 
al., 2017). In addition, data from web surveys showed that estimates differ between mobile 
devices and desktop devices, primarily attributed to non-coverage (i.e., differences in 

characteristics between smartphone owners and non-owners) and potential selection errors 
(Antoun et al., 2019). Moreover, specific personal characteristics have been associated with the 

tendency to answer surveys using mobile devices: younger and more educated respondents, 

females, and those more familiar with online surveys (e.g., Keusch & Yan, 2017; Sommer et al., 
2017). Furthermore, it has been shown that the shorter the survey, the more often respondents 

use their smartphones to complete it (Toepoel & Lugtig, 2018). Thus, it is strongly recommended 

to collect and provide information about the specific device type used, the number of logins to 
the survey as well as screenshots of the questionnaire format of both versions to understand and 
identify potential differences in measurement quality between different devices and formats 

within web surveys (Olson et al., 2019; for survey guidelines on web paradata in survey research 
and documentation of online surveys, see Kunz & Hadler, 2020 and Schaurer et al., 2020). 

Researchers also have the opportunity to consciously influence the device type, for example by 
offering a QR code to access the survey page or by indicating in the study invitation that it should 

ideally be completed on a desktop device. 

3.1.2 Responsive and mobile-first design 

Because mobile screens are smaller than desktop screens and orientated vertically instead of 
horizontally, researchers should choose a questionnaire layout that facilitates survey completion 
on mobile devices (e.g., prevent excessive scrolling or zooming; Antoun et al., 2018; De Bruijne & 

Winant, 2014), and ensure that the survey is displayed in the intended manner on all potentially 
used devices (Hansen et al., 2016). That is, the online questionnaire should be presented and 
formatted in the same way regardless of which device respondents use to fill out the 
questionnaire. To accommodate this, we recommend choosing a mobile-first layout. Antoun et 
al. (2018) provide a brief guide to effective smartphone-compatible layouts, including, for 

example, font sizes and touch targets that are large enough and the use of simple design and 
question type elements. An alternative would be a responsive design, where the programmed 
survey automatically adapts in its layout to the device used. 

Regarding the implementation of multiple items that share the same response scale, presenting 

them in a matrix or grid design is a commonly used question format in web surveys due to the 
assumed response efficiency. As for multiple-answer questions, items are usually presented in 
rows, and the response scale with the response entry fields is presented in columns (Liu & Cernat, 

2018). The size of the grid depends on the number of items and scale points (Couper et al., 2013). 
The effort required to answer the items increases with the size of the grid, as navigation becomes 

more difficult (Couper et al., 2013; Grady et al., 2019; Neuert et al., 2023). When large grids are 
displayed at full size on smartphone screens, this requires horizontal scrolling and zooming. 
Therefore, in a mobile-first survey design, multiple-item batteries should be presented in an item-
by-item design, in which the items of a grid are presented separately with response options 
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displayed vertically (i.e., as stand-alone questions) either on the same survey page (scrolling 

design) or on separate pages (paging design; see also Antoun et al. 2018; Hadler et al., 2022; Liu 
& Cernat, 2018; Mavletova et al. 2018). In contrast, when using a responsive design, item batteries 

might be automatically adapted to the screen size by being converted into multiple single items 
by the software solution. In this case, the presentation format for respondents will differ 
depending on whether they are using a personal desktop or laptop computer or a mobile device. 

In general, regardless of device type, grid formats have been found to slightly increase straight-
lining, measurement error, and technical difficulty, and to decrease concurrent validity and 

survey evaluation, compared to item-by-item formats (Liu & Cernat, 2018; Mavletova et al., 2018), 
and are consequently not recommended in this form. 

Moreover, research points to a trade-off between a higher number of items per screen, which 
decreases response time, and a higher level of item non-response or non-substantive answers 

(e.g., Mavletova et al., 2018; Roßmann et al., 2018; Toepoel et al., 2009). We recommend 
presenting a maximum of five items on one survey page to prevent excessive scrolling. Questions 

with more than five items should be split onto multiple survey pages because previous research 

has shown that five rows (and five columns for the response scale; i.e., a 5-x-5-matrix design) at 
the most provide the best data quality (e.g., Grady et al., 2019).  

3.2 Visual design elements 

One advantage of visually administered surveys⸺compared to orally administered ones⸺is 

the possibility to make questions more understandable to respondents by using visual design 
elements, such as different fonts, sizes, and typefaces, or even graphical tools, such as smileys, 

ladders, and maps (Olson et al., 2019). The most basic visual design decision involves 
implementing the corporate design of the research organization or field institute (i.e., inserting 
the logo and using the organization’s color scheme and font). The framing of a survey is known 

to impact response behavior (Galesic et al., 2007) and to increase respondents’ willingness to 

disclose information.  

In general, web survey design should be guided by general principles of readability (Geisen & 

Bergstrom, 2017; Toepoel, 2017). For instance, using sans-serif fonts, adequate font size, and line 

spacing ensures readability on different screen sizes. It is also easier to read for people with visual 
impairment or low reading skills. Keywords and concepts should be highlighted using bold font 
(avoiding underlining or italics); highlighting longer text passages should be avoided. 

Background colors should be light and text dark, avoiding color schemes that put colorblind 
readers at a disadvantage (for an overview of factors impacting readability on the web, see 

Miniukovich et al., 2019). In surveys, alternating response options can be shaded, or items that 
have already been answered can be greyed out, decreasing item non-response (Galesic et al., 
2007). However, supplementing scales with colors (i.e., using different shades of red to indicate 

disagreement with a statement and/or different shades of blue to indicate levels of agreement) 

is not recommended, as this influences response behavior (Tourangeau et al., 2007). Smileys 

should only be used if the instrument has been tested beforehand and there are convincing 
reasons for doing so (Chambers et al., 1999; Gummer et al., 2020; e.g., if the sample consists of 
children). In all other cases, it is not advisable to use smileys, as they have no advantages over 

verbally labelled response scales but increase response time (Emde & Fuchs, 2012; Gummer et 
al., 2020). 

In addition, web surveys can assist respondents by using drag-and-drop or drop-down questions 
or response scales with a slider (for an overview, see Olson et al., 2019). Among different 
techniques, drag-and-drop formats have been shown to be most appropriate for ranked data in 

web surveys (Blasius, 2012). By contrast, the use of slider scales is not advisable because they 
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lead to higher item non-response and break-off rates, especially in lower-educated participants 

and among mobile device users (Funke, 2016; Funke et al., 2011). In general, it is recommended 
not to overload web surveys with too many (and different) technical tools (see also Funke et al., 

2011). Instead, we recommend using visual design elements, such as different font sizes, but not 
the employment of graphical tools. This recommendation is based on previous research 
indicating that some graphic tools increase survey break-off rates (e.g., Funke et al., 2011). 

4 Outlook 

Surveys are increasingly switching from an interviewer-administered to a self-administered web 
mode, which affects aspects like question wording as well as presentation and layout of the 
questionnaire. This survey guideline provides an overview of adaptations that need to be 

considered as well as challenges associated. To adequately address the change in survey mode, 

some large-scale survey programs have implemented parallel runs of their questionnaires in 

different modes (e.g., the ESS). Empirical research needs to further study measurement mode 
effects to determine the effect of survey modes on respondents’ response behavior.  
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