GESIS Summer School in Survey Methodology 2022

Syllabus for course:
“Data Science Techniques for Survey Researchers”

Lecturers: Dr. Christoph Kern Dr. Malte Schierholz
E-mail: c.kern@uni-mannheim.de Malte.schierholz@stat.uni-muenchen.de

Date: 08-12 August 2022
Time: 10:00-13:00 | 14:30-17:30
Venue: Online via Zoom

About the Lecturers:
Christoph Kern is a Post-Doctoral Researcher at the Professorship for Statistics and Methodology at the University of Mannheim and Research Assistant Professor at the Joint Program in Survey Methodology (JPSM) at the University of Maryland. He also is a Project Director at the Mannheim Centre for European Social Research (MZES) and member of the Mannheim Center for Data Science (MCDS). He received his PhD (Dr. rer. pol.) in social science from the University of Duisburg-Essen (UDE) in 2016. Before joining the University of Mannheim, he was a research associate at the Professorship for Empirical Social Science Research and Statistics at UDE.

Malte Schierholz is a Post-Doctoral Researcher at the Chair for Statistics and Data Science in Social Sciences and the Humanities at Ludwig-Maximilians-Universität München. Prior to that, he worked at the Institute for Employment Research in Nuremberg and was a visiting scholar at the Machine Learning Department at Carnegie Mellon University. With a Master in Statistics and a PhD (Dr rer. Soc.) from the University of Mannheim in sociology, he enjoys thinking about how social scientists can best leverage the promises and benefits of machine learning.

Selected Publications:

Course Description:
A variety of digital data sources are providing new avenues for empirical social science research. In order to effectively utilize these data for answering substantive research questions, a modern methodological toolkit...
paired with a critical perspective on data quality is needed. Organized and offered in collaboration with BERD@NFDI, this course introduces state-of-the-art data science techniques that are suited for collecting and analyzing digital behavioral data, so-called "big data", and traditional survey data. In addition, aspects of data quality and error frameworks for digital (big) data sources are discussed.

The course will cover the following topics and techniques:
- Overview of Big Data: What is it and why does it matter?
- Total Survey Error for Big Data
- Git and GitHub
- Web Scraping
- Data bases and SQL
- Data quality for gathered data types
- Sampling from online material (e.g., Twitter)
- (Supervised) Machine Learning for Social Scientists, including:
  o Regularized Regression
  o Decision Trees and Random Forest
  o Boosting
  o Applications
- Working with textual data: Text Mining and Topic Models

After the course, participants will have a profound understanding of important methods from the data science toolkit for collecting and analyzing the data types mentioned. They will be able to apply these methods and techniques in their research using statistical software.

Keywords:
Data Science, Big Data, Machine Learning, Text Mining, Total Survey Error, online

Course Prerequisites:
- general knowledge of statistics and statistical modelling (i.e., regression)
- prior experiences with syntax-based software (like R, Stata, or Python)

Some basic experience with programming in R is helpful, but not strictly necessary. For those without prior exposure to R, we will ensure everyone is able to execute R markdown files. Students without any R knowledge are encouraged to work through one or more R tutorials prior of the course. Some resources can be found here:
https://rstudio.cloud/learn/primers
http://www.statmethods.net/
https://swirlstats.com/
https://rmarkdown.rstudio.com/lesson-1.html (for R Markdown)

Target Group:
Participants will find the course useful if:
- they are interested in learning some fundamental techniques in data science
- they want to collect and work with digital behavioural data, be it administrative data or data found online
- they want to understand what (supervised) machine learning is

Course and Learning Objectives:
By the end of the course participants will:
- Understand the challenges when analyzing digital behavioural data
- Be familiar with some of the software tools commonly used to analyze such data
- Know additional data science tools and techniques
- Know the promises and benefits of (supervised) machine learning
- Be able to use (supervised) machine learning for data analysis
- Be able to use common routines for analyzing textual data
- Learn some of the metrics used to assess data quality for gathered data types
- Learn about two different approaches to sampling Twitter.

Organizational Structure of the Course:
The course is partly theoretical, partly practical. Each topic will be introduced in a lecture. The best way to deepen one’s understanding is with practical hands-on exercises. Files written in R Markdown will be provided to help participants execute the prepared scripts on their own computer and complete the assignments. The instructors are available to assist and answer questions during the practical sessions.

Software and Hardware Requirements:
We will use R for the practical sessions. Please have R and RStudio installed on your computer. Both programs are free and open source. We will inform you a few days before the course starts about recommended steps to setup your system. You should be able to access the internet and install additional packages during the course.

Day-to-day Schedule and Literature:

<table>
<thead>
<tr>
<th>Day</th>
<th>Topic(s)</th>
</tr>
</thead>
</table>
| 1 (morning) | **Course introduction**  
New data sources in the digital age (Guest speaker: Prof. Dr. Frauke Kreuter)  
New techniques to analyse such data  
**Suggested reading (suggested, yet do not have to be read before class):**  
- Chapter 1 and 10 in Foster, I., Ghani, R., Jarmin, R.S., Kreuter, F., & Lane, J. (2020)  
| 1 (afternoon) | **git and GitHub**  
Web scraping, html, xml, json, APIs, regular expressions  
**Suggested reading:**  
- Chapter 2 in Foster, I., Ghani, R., Jarmin, R.S., Kreuter, F., & Lane, J. (2020)  
| 2 (morning) | **Data bases and SQL**  
**Suggested reading:**  
- Chapter 4 in Foster, I., Ghani, R., Jarmin, R.S., Kreuter, F., & Lane, J. (2020)  
- Chapter 15 in Baumer, B.S., Kaplan, D.T., & Horton, N.J. (2021) |
| 2 (afternoon) | **Machine Learning: Regression with Lasso penalization, Variable selection, Recursive partitioning and decision trees**  
**Suggested reading:**  
| 3 (morning) | **Machine Learning: Supervised learning methodology**  
**Suggested reading:**  
| 3 (afternoon) | **Data quality for gathered data types (like Twitter, Sensor etc.) and an Overview of Sampling from Twitter (Guest speaker: Dr. Trent D. Buskirk)**  
**Suggested reading:**  
| 4 | **Machine Learning: Boosting and Random Forests as general-purpose prediction techniques, Outlook on further methods, Application of supervised learning in the social sciences**  
**Suggested reading:**  
- Chapter 10 and 15 in Hastie, T., Tibshirani, R., and Friedman, J. (2009)  
- Chapter 7 and 11 in Foster, I., Ghani, R., Jarmin, R.S., Kreuter, F., & Lane, J. (2020) |
| 5 | **Text mining and Topic modelling, Clustering, Interpretable ML**  
**Suggested reading:**  
- Chapter 7 and 8 in Foster, I., Ghani, R., Jarmin, R.S., Kreuter, F., & Lane, J. (2020)  
- Silge, Julia and David Robinson (2017). Text mining with R: A tidy approach. O’Reilly  

**Additional Recommended Literature:**  