GESIS Summer School in Survey Methodology 2022

Syllabus for course:
“Applied Multiple Imputation”

Lecturers: Dr. Ferdinand Geißler
E-mail: ferdinand.geissler@hu-berlin.de
Homepage: https://www.sowi.hu-berlin.de/de/lehrbereiche/empisoz/academic-ferdinand

Prof. Dr. Jan Paul Heisig
E-mail: jan.heisig@wzb.eu

Date: 22-26 August 2022
Time: 10:00-17:00
Venue: KOMED, Im Mediapark 7, Cologne

About the Lecturers:

Dr. Ferdinand Geißler is a senior lecturer at the Chair of Social Research & Methods at the Humboldt-University Berlin, where he also earned his PhD in Sociology. His research interests include education, social inequality, and quantitative methods. He regularly teaches courses on quantitative methods and has taught several specialized courses on multiple imputation.

Prof. Dr. Jan Paul Heisig is head of the “Health and Social Inequality” research group at WZB Berlin Social Science Center and Professor of Sociology at Freie Universität Berlin. He holds a PhD in Sociology from Freie Universität Berlin and has been a visitor at Stanford University and the University of Amsterdam. His research focuses on social inequalities in health, education, and the labor market as well as quantitative methods. He regularly teaches courses on multiple imputation, analysis of multilevel data, and other topics in statistics and data analysis.
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Short Course Description:
Missing data are a pervasive problem in the social sciences. Data for a given unit may be missing entirely, for example, because a sampled respondent refused to participate in a survey (survey nonresponse). Alternatively, information may be missing only for a subset of variables (item nonresponse), for example, because a respondent refused to answer some of the questions in a survey. The traditional way of dealing with item nonresponse, referred to as “complete case analysis” (CCA) or “listwise deletion”, excludes every observation with missing information from the analysis. While easy to implement, complete case analysis is wasteful and can lead to biased estimates. Multiple imputation (MI) seeks to address these issues and provides more efficient and unbiased estimates when certain conditions are met. Therefore, it is increasingly replacing CCA as the method of choice for dealing with item nonresponse in applied quantitative work in the social sciences.

The goals of the course are to introduce participants to the basic concepts and statistical foundations of missing data analysis and MI, and to enable them to use MI in their own work. The course puts heavy emphasis on the practical application of MI and on the complex decisions and challenges that researchers are facing in its course. The focus is on MI using iterated chained equations (aka “fully conditional specification”) and its implementation in the software package Stata. Participants should have a good working knowledge of Stata to follow the applied parts of the course and to successfully master the exercises. Participants who are not familiar with Stata may still benefit from the course but will likely find the exercises quite challenging.

Keywords:
Missing Data; Item Nonresponse; Multiple Imputation; Complete-case analysis; Iterated Chained Equations

Course Prerequisites:
- Experience in the analysis of quantitative data
- Good knowledge of regression analysis
- Good working knowledge of Stata
- Basic understanding of probability theory and sampling

Target Group:
Participants will find the course useful if:
- use survey or other types of quantitative data and want to learn about MI as an alternative to CCA
- are already using MI but want to gain a better understanding of the underlying assumptions, of current best practice recommendations, and/or of how to solve specific problems that arise in its application (e.g., imputation diagnostics, convergence problems, imputation of transformed variables such as interactions, imputation of hierarchical data).

Course and Learning Objectives:
By the end of the course participants will:
- understand basic concepts of missing data analysis such as “missing at random”
- be familiar with different approaches of how to handle item nonresponse and with their advantages and drawbacks
- have a solid understanding of the main assumptions and statistical theory underlying MI and of the main steps of an analysis involving MI (imputation, diagnostics, and analysis)
- know how to implement MI using chained equations in Stata
- know how to deal with various (Stata-specific and general) practical complications that arise in the application of MI using chained equations.

Organizational Structure of the Course:
The course will feature four hours of classroom instruction and two hours of hands-on exercises and/or group work each day. Exercises and group work will usually take place in the afternoon and the lecturers will be present to answer questions and provide assistance.
Lecturers will also be available for individual consultations during the group work/exercise sessions. This opportunity could be used to further discuss specific questions and issues that could not be addressed sufficiently in class, including questions that relate to ongoing research projects of participants. Participants interested in individual consultations concerning their ongoing projects are encouraged to contact the lecturers before the course and to provide a short description of the issues they would like to discuss.

Software and Hardware Requirements:

**Participants will need to bring a laptop computer to successfully participate in this course.** For exercises, this course relies on Stata. Stata short term licenses will be provided by GESIS for the duration of the course if needed. Participants who own a Stata license, should make sure that they have a recent version (13 or higher) of Stata installed.

Stata ados used during the course (and, ideally, installed before the course) include:

- parmby
- how_many_imputations
- midiagplots
- mimrgns

Long Course Description:

Missing data are a pervasive problem in the social sciences. Data for a given unit may be missing entirely, for example, because a sampled respondent refused to participate in a survey (survey nonresponse). Alternatively, information may be missing only for a subset of variables (item nonresponse), for example, because a respondent refused to answer some of the questions in a survey. The traditional way of dealing with item nonresponse, referred to as “complete case analysis” (CCA) or “listwise deletion”, excludes every observation with missing information from the analysis. While easy to implement, complete case analysis is wasteful and can lead to biased estimates. Multiple imputation (MI) seeks to address these issues and provides more efficient and unbiased estimates when certain conditions are met. Therefore, it is increasingly replacing CCA as the method of choice for dealing with item nonresponse in applied quantitative work in the social sciences.

The goals of the course are to introduce participants to the basic concepts and statistical foundations of missing data analysis and MI, and to enable them to use MI in their own work. The course has two main parts. In the first, which will mainly take place on the first day, we provide a general introduction to the problem of missing data and introduce key concepts such as “missing data pattern” (e.g., monotone vs. non-monotone) and “missing data mechanism” (missing completely at random, missing at random, not missing at random). We then review traditional approaches of how to deal with item non-response such as listwise deletion/complete case analysis (CCA) and single imputation methods. We discuss the shortcomings of these approaches and then introduce the basic principles of MI to illustrate how it improves upon traditional methods.

The second part of the course (from day 2 onwards) provides a thorough introduction to the method of MI and its implementation in Stata. We will begin with a general introduction to the method, some simple examples, and a basic overview of Stata’s tools for conducting MI and for analyzing multiply imputed data. The remainder of the course will then focus on the imputation of multivariate missing data (i.e., data with missing values on more than one variable) using the “iterated chained equations” approach, as implemented in the Stata command mi impute chained. We will focus on “best-practice” recommendations as well as issues and complications that are immediately relevant to applied work. Topics include the specification of imputation models, whether and how to impute terms such as squares or interactions that are deterministic functions of lower-order variables, or how to deal with the problem of perfect prediction. Recommendations will be linked to relevant statistical literature, including evidence from recent simulation studies, but the main emphasis is on the implications for applied work. Further topics that will be covered in greater detail include imputation diagnostics and the treatment of special data types, such as multilevel or complex survey data.

Stata examples will be given throughout the course and the lab sessions will provide plenty of opportunity for participants to improve their MI-related skills. At some points, we will highlight limitations of Stata’s capabilities and briefly mention alternative software options. However, we will not actually use any statistical packages other than Stata in the course, and since we have limited experience with them, we may not be able
to answer specific questions related to alternative packages. Since the basic structure of MI algorithms tends to be quite similar, participants working with other packages should nevertheless benefit from the course, including the practical elements, although they may find some of the exercises quite challenging.

Day-to-day Schedule and Literature:

<table>
<thead>
<tr>
<th>Day</th>
<th>Topic(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fundamentals of missing data analysis</td>
</tr>
<tr>
<td></td>
<td>▪ Survey vs. item nonresponse</td>
</tr>
<tr>
<td></td>
<td>▪ Missing data mechanisms</td>
</tr>
<tr>
<td></td>
<td>▪ Missing data patterns</td>
</tr>
<tr>
<td></td>
<td>Traditional approaches to dealing with item nonresponse</td>
</tr>
<tr>
<td></td>
<td>▪ Complete-case analysis, mean imputation, hotdeck, single regression-based imputation</td>
</tr>
<tr>
<td></td>
<td>▪ Why the alternatives fall short</td>
</tr>
<tr>
<td></td>
<td>▪ The basic idea of MI</td>
</tr>
<tr>
<td></td>
<td>Suggested reading:</td>
</tr>
<tr>
<td>2</td>
<td>The Fundamentals of Multiple Imputation</td>
</tr>
<tr>
<td></td>
<td>▪ The basic idea and statistical theory behind MI</td>
</tr>
<tr>
<td></td>
<td>▪ Workflow of an analysis using MI</td>
</tr>
<tr>
<td></td>
<td>▪ Rubin’s rules</td>
</tr>
<tr>
<td></td>
<td>▪ When MI is appropriate – and when it is not</td>
</tr>
<tr>
<td></td>
<td>▪ How many imputations do I need?</td>
</tr>
<tr>
<td></td>
<td>Multiple Imputation of missing values in Stata: First Steps</td>
</tr>
<tr>
<td></td>
<td>▪ Imputation of a single variable with missing values (univariate missingness)</td>
</tr>
<tr>
<td></td>
<td>▪ Imputation of multiple variables with missing values (multivariate missingness)</td>
</tr>
<tr>
<td></td>
<td>▪ Iterated Chained Equations (ICE) versus Joint Modelling (JM)</td>
</tr>
<tr>
<td></td>
<td>▪ Imputation methods (linear regression, predictive mean matching, generalized linear models) and when to use them</td>
</tr>
<tr>
<td></td>
<td>Suggested reading:</td>
</tr>
<tr>
<td>3</td>
<td>What is a good imputation model?</td>
</tr>
<tr>
<td></td>
<td>▪ Congeniality of imputation and analysis models</td>
</tr>
<tr>
<td></td>
<td>▪ Should I impute the dependent variable?</td>
</tr>
<tr>
<td></td>
<td>▪ How should I deal with terms such as squares and interactions?</td>
</tr>
<tr>
<td></td>
<td>▪ Conditional imputation</td>
</tr>
<tr>
<td></td>
<td>Practical issues</td>
</tr>
<tr>
<td></td>
<td>▪ Convergence problems and perfect prediction</td>
</tr>
<tr>
<td></td>
<td>Suggested reading:</td>
</tr>
</tbody>
</table>

4 Imputation Diagnostics
- Monitoring convergence of the ICE algorithm
- How can I identify problems with the imputed data?
- How can I solve such problems?

Analysis of MI data
- Rubin’s rules and their application to quantities other than regression coefficients
- MI degrees of freedom
- Marginal effects
- Testing complex hypotheses (multi-parameter tests)

Suggested reading:

5 Dealing with complex data structures
- MI of hierarchical/multilevel/panel data
- Complex surveys and weighting

Open questions and feedback
- Time to discuss anything

Suggested reading:

Preparatory Reading:
None.

Additional Recommended Literature:
Recommended books

Papers on practical issues

MI in Stata