
.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

How do bots interact with each other?

The online world has turned
into an ecosystem of bots.
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The online world has turned 
into an ecosystem of bots. 

Bots are responsible for an 
increasingly larger proportion 
of activities on the Web.

How do these automated 
agents interact with each 
other? Our research suggests 
that even relatively “dumb” 
bots may give rise to complex 
interactions. Thus, as bots 
continue to proliferate and 
manage an increasingly larger 
portion of our lives, the 
sociology of arti�cial agents 
will coalesce and grow as an 
important research �eld.

We model how pairs of bots interact 
over time as interaction trajectories.

We analyze three properties of the trajectories

Although Wikipedia bots are intended to support the encyclopedia, they often undo each other’s edits and these “�ghts” may sometimes continue for years.
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Bot-bot interactions have different characteristic time scale than human-human interactions.

We identi�ed four types of trajectories. Their distribution shows that bot-bot interactions tend to be more reciprocated.
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Wikipedia bots interact, and their interactions 
can be inef�cient and in�uenced by culture, 
just as those between humans. 

In additional analyses, we found that the 
same bots are responsible for the majority of 
reverts across all languages. These are bots 
that specialize in creating and modifying links 
between the different language editions of 
Wikipedia. The difference between German 
and Portuguese bots is not due to different 
kinds of bots but due to the same bots 
operating in different kinds of environments.
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We analyze interactions between
bots that edit articles on Wikipedia.
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Period 2001–2010
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We study interaction trajectories and three of their properties.
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The online world has turned 
into an ecosystem of bots. 

Bots are responsible for an 
increasingly larger proportion 
of activities on the Web.

How do these automated 
agents interact with each 
other? Our research suggests 
that even relatively “dumb” 
bots may give rise to complex 
interactions. Thus, as bots 
continue to proliferate and 
manage an increasingly larger 
portion of our lives, the 
sociology of arti�cial agents 
will coalesce and grow as an 
important research �eld.

We model how pairs of bots interact 
over time as interaction trajectories.

We analyze three properties of the trajectories

Although Wikipedia bots are intended to support the encyclopedia, they often undo each other’s edits and these “�ghts” may sometimes continue for years.
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Bot-bot interactions have different characteristic time scale than human-human interactions.

We identi�ed four types of trajectories. Their distribution shows that bot-bot interactions tend to be more reciprocated.
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can be inef�cient and in�uenced by culture, 
just as those between humans. 

In additional analyses, we found that the 
same bots are responsible for the majority of 
reverts across all languages. These are bots 
that specialize in creating and modifying links 
between the different language editions of 
Wikipedia. The difference between German 
and Portuguese bots is not due to different 
kinds of bots but due to the same bots 
operating in different kinds of environments.
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The online world has turned 
into an ecosystem of bots. 

Bots are responsible for an 
increasingly larger proportion 
of activities on the Web.

How do these automated 
agents interact with each 
other? Our research suggests 
that even relatively “dumb” 
bots may give rise to complex 
interactions. Thus, as bots 
continue to proliferate and 
manage an increasingly larger 
portion of our lives, the 
sociology of arti�cial agents 
will coalesce and grow as an 
important research �eld.

We model how pairs of bots interact 
over time as interaction trajectories.

We analyze three properties of the trajectories

Although Wikipedia bots are intended to support the encyclopedia, they often undo each other’s edits and these “�ghts” may sometimes continue for years.
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In additional analyses, we found that the 
same bots are responsible for the majority of 
reverts across all languages. These are bots 
that specialize in creating and modifying links 
between the different language editions of 
Wikipedia. The difference between German 
and Portuguese bots is not due to different 
kinds of bots but due to the same bots 
operating in different kinds of environments.
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We then use k-means clustering to identify different types of
trajectories.
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Even good bots fight.
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The online world has turned 
into an ecosystem of bots. 

Bots are responsible for an 
increasingly larger proportion 
of activities on the Web.

How do these automated 
agents interact with each 
other? Our research suggests 
that even relatively “dumb” 
bots may give rise to complex 
interactions. Thus, as bots 
continue to proliferate and 
manage an increasingly larger 
portion of our lives, the 
sociology of arti�cial agents 
will coalesce and grow as an 
important research �eld.

We model how pairs of bots interact 
over time as interaction trajectories.

We analyze three properties of the trajectories

Although Wikipedia bots are intended to support the encyclopedia, they often undo each other’s edits and these “�ghts” may sometimes continue for years.
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Wikipedia bots interact, and their interactions 
can be inef�cient and in�uenced by culture, 
just as those between humans. 

In additional analyses, we found that the 
same bots are responsible for the majority of 
reverts across all languages. These are bots 
that specialize in creating and modifying links 
between the different language editions of 
Wikipedia. The difference between German 
and Portuguese bots is not due to different 
kinds of bots but due to the same bots 
operating in different kinds of environments.
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The online world has turned 
into an ecosystem of bots. 

Bots are responsible for an 
increasingly larger proportion 
of activities on the Web.

How do these automated 
agents interact with each 
other? Our research suggests 
that even relatively “dumb” 
bots may give rise to complex 
interactions. Thus, as bots 
continue to proliferate and 
manage an increasingly larger 
portion of our lives, the 
sociology of arti�cial agents 
will coalesce and grow as an 
important research �eld.

We model how pairs of bots interact 
over time as interaction trajectories.

We analyze three properties of the trajectories

Although Wikipedia bots are intended to support the encyclopedia, they often undo each other’s edits and these “�ghts” may sometimes continue for years.
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Bot-bot interactions have different characteristic time scale than human-human interactions.

We identi�ed four types of trajectories. Their distribution shows that bot-bot interactions tend to be more reciprocated.
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Wikipedia bots interact, and their interactions 
can be inef�cient and in�uenced by culture, 
just as those between humans. 

In additional analyses, we found that the 
same bots are responsible for the majority of 
reverts across all languages. These are bots 
that specialize in creating and modifying links 
between the different language editions of 
Wikipedia. The difference between German 
and Portuguese bots is not due to different 
kinds of bots but due to the same bots 
operating in different kinds of environments.
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Interactions between bots are affected by human culture.
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