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One big benefit we derive from digital behavioral data is that they often provide insights into areas that are left blank by more traditional forms of social science data, including sensitive topics like mental health, sexualities or challenging circumstances like communication during wartime or natural disasters. While working with these data offers the opportunity for using ‘data for good’, it also poses methodological and ethical challenges.

We asked Yelena Mejova and Kyriaki Kalimeri, both affiliated with the ISI Foundation in Turin, about their experiences in working with vulnerable communities and studying their online communications. Yelena is a senior research scientist with her main research interests in digital epidemiology and in finding ways to leverage data for social impact. She received her PhD in Computer Science from the University of Iowa. Kyriaki Kalimeri is a research scientist leveraging machine learning and natural language processing to understand decision making from digital data on controversial social issues. She received her PhD in Brain and Cognitive Sciences from the University of Trento and her Diploma in Electrical and Computer Engineering from the Technical University of Crete.

We met Yelena and Kyriaki on June 5, 2023, during the “International Conference on Web and Social Media” (ICWSM-23) in Limassol, Cyprus. The interview was conducted by Leon Fröhling and Indira Sen. The transcript was edited for clarity and length.
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GESIS: Thanks to both of you for agreeing to this conversation. Our first question is: What are you working on at the moment, especially with respect to vulnerable communities or sensitive data?

Yelena Mejova: I have published a couple of papers [1] on the expressions of loneliness online. They range from people just jokingly saying things like “haha, I’m so lonely, someone let’s chat” to real expressions of pain and suicidal ideation. I thought that it would be a small, light-hearted study when I first started looking into it, right before COVID – and then, of course, things got even worse. It was interesting to see that people would turn to social media for alleviating their loneliness and for their self-expression. But it is also interesting to see the lack of support that they get there – at least on Twitter –, how people express themselves, and the kind of responses they get. And even though it is all public data I am very careful in how I write about it. In some sense, especially because we are publishing in communication studies journals, they want to see examples. But before we share any, we make sure to rephrase all of the text of the tweets – that is one safeguard that we try to keep. And, of course, we do not publish the actual datasets.

Kyriaki Kalimeri: I work on three main research areas. One line of research, very dear to me, is inspired by actual questions that non-governmental organizations – like UNICEF, OCHA [Office for the Coordination of Humanitarian Affairs], the World Food Programme – have [2, 3]. They contact us with specific questions. In this kind of context, we have worked in many different projects, but the idea is always the same: there is a population that is in need. These needs can be very different – because of lack of food, because of a natural disaster, or because of simple socio-economic disadvantages or societal stigma. Then we try to bring in our machine learning knowledge and our NLP tools.

[The] idea is always the same: there is a population that is in need. These needs can be very different – because of lack of food, because of a natural disaster, or because of simple socio-economic disadvantages or societal stigma. Then we try to bring in our machine learning knowledge and our NLP tools.

Kyriaki Kalimeri: I work on three main research areas. One line of research, very dear to me, is inspired by actual questions that non-governmental organizations – like UNICEF, OCHA [Office for the Coordination of Humanitarian Affairs], the World Food Programme – have [2, 3]. They contact us with specific questions. In this kind of context, we have worked in many different projects, but the idea is always the same: there is a population that is in need. These needs can be very different – because of lack of food, because of a natural disaster, or because of simple socio-economic disadvantages or societal stigma. Then we try to bring in our machine learning knowledge and our NLP tools, try to generate insights, and thereby give indications to the people that are actually making policies. The other line of research that we follow is machine learning for humanitarian aid. At this point, it is important to define what a vulnerable population is. It depends – and we can never know whether we have the correct definition or refer to the same people. As Yelena said, it could be anyone who is lonely, or it could be a specific group that is isolated somewhere and suffers from something.

Yelena Mejova: Recently we worked with the DEEP platform [4, 5], a tool for humanitarian actors to enter and process their documents. You would think that a simple task like detecting locations would be very basic natural language processing, but we are aware that if we miss a location, we might miss the locations that are most in need. Most detection location tools would never miss New York, but a mention of some camp somewhere will very rarely be caught. A lot of our work therefore is not only building the
tools, but also analyzing them for bias, for coverage, for representativity. Sometimes we might want to favor precision, sometimes recall. What works well is often very context sensitive.

**Kyriaki Kalimeri:** This happens because most of the available tools were built for commercial purposes and are mostly US- and Europe-centric. If different places have the same name, the one in the US always gets favored – but that is usually not the one that is in need.

**GESIS:** How did you start working in the field? How did you start in or transition to that area of research?

**Yelena Mejova:** I think what is interesting to study are controversies. Topics are often controversial because they affect somebody. Abortion in the US affects women, whether or not you vaccinate affects people with compromised immunities. Many things that you think are political are actually affecting people. It is interesting to study questions that are now not decided. There are some questions that we as societies have decided on: children should not starve, and this is not a controversy. The controversies right now are the questions that we are figuring out, they often involve people who cannot necessarily speak or advocate for themselves. I think that is a very interesting way to look at things.

**Kyriaki Kalimeri:** I am an electronic engineer, with a specialization in telecommunications. Finishing my studies, I felt that even though it was a very interesting domain, I wanted to explore more. I decided to do a PhD in brain and cognitive science, a 180-degree shift from a purely engineering career to something that was all about human psychology and sociology. I was always interested in understanding how people make decisions, which ties very nicely together with what Yelena is saying about controversies. Who we are, what is our background, or our broad personality traits is one thing – but how do we make decisions? We hear the same information but make different decisions. This is what I wanted to study. Coming from a technical background, I focused on how I can do this with social media, with digital data, with telecommunications data.

**Yelena Mejova:** Using natural language processing.

**Kyriaki Kalimeri:** Yes, NLP and Machine Learning. Machine Learning is my early career path. When we started collaborating with the UN organizations, I got more into the ‘data for good’ domain, where our contribution is often not as technical. It is not so much about the pure advancement of a technique, of an algorithm, of a platform or of the engineering part in general, but on how to make this all transparent, fair, and usable for people that have lesser knowledge and technologic infrastructure than we do.

**GESIS:** Since working on these topics, were there any major turning points that changed your perspective on the type of work you do?
**Kyriaki Kalimeri:** Back when I started, there were no APIs. And if there was one, it was very basic. The only available data were the ones we collected by conducting experiments with sensors. Cell phones were far too expensive for research; they required a lot of funding and budget. I had to go and find my own sensors to do an experiment. I did my PhD on the sociometric badges developed at the MIT [6] kindly offered by Prof. Sandy Pentland; we managed to have 50 participants that was at that time considered a large-scale experiment [7]. Back then, if you were not part of a big company, you had no access to any other type of data. The major turning point was when companies started to give access to their data. We started having more to work with and this was a huge change on what we have been doing.

**Yelena Mejova:** For me, there were some very drastic turning points. In the beginning I was interested in politics.

But when I got a job in Qatar, I realized I could make a better local impact in the health domain. There, we had a lot of problems, especially with noncommunicable diseases like diabetes or obesity. In that sense, it was just the opportunities around me that turned me towards these behavioral diseases that were talked about quite a lot on social media. But then, slowly, I started drifting back towards politics, and the very basic, very general question of computational social science: “Can we measure something useful in this data?” For a few years I was just asking this question. But now I am asking a slightly higher-level version of that question: “There is something useful here, but how does it actually appear? What are the biases? What are the thought processes? What are the social processes that make us see this type of social data, and that would eventually affect people’s health. These turning points for me were always the confluence of different interests, but never just one single thing.

**GESIS:** Why would you say are we talking about vulnerable communities and their well-being today? Why is there a need to pay special attention to them when doing computational social science research?

**Yelena Mejova:** Basic ethics.

**Kyriaki Kalimeri:** These things should be obvious. And not just gender, but everything: ethnicity, religion.

**Yelena Mejova:** The diversity.

**Kyriaki Kalimeri:** Exactly, diversity in general.

**GESIS:** Would you have an answer why that is still the case? Why do we still need to ask such questions to begin with?
Yelena Mejova: It is already a big thing in medicine. For example, in the past drugs were not tested on pregnant women or people from different races. But in the past few decades, these things have come out to be important. It is the same thing in social science. Of course, you cannot lump everyone together. We have to be aware of minorities, of diversities, of diversities within the majorities.

From a computational perspective, the difficulty is to work on overlapping minority attributes. Intersectionality.

Kyriaki Kalimeri: From a computational perspective, the difficulty is to work on overlapping minority attributes.

Yelena Mejova: Intersectionality.

Kyriaki Kalimeri: That is the most difficult thing from a computational perspective.

Yelena Mejova: Because things get sparse quickly.

Kyriaki Kalimeri: There is also the ethical component to this because vulnerable populations are identifiable in the data.

Yelena Mejova: And this raises privacy concerns.

Kyriaki Kalimeri: Often these are attributes that are not shared or collected. In a previous project about diversity and inclusion in employment in Italy [8], we considered only the gender, because we could not have access to ethnicity or other attributes. I am not even talking about sexual orientation. We were discouraged from asking even about ethnicity, for instance, “Are you open to people that are from different countries?” Things often are a taboo in society, and this propagates also to the analysis that you are doing. For me, our society needs to mature, be much more open, more substantial.

GESIS: You talked about demographics, and gender is kind of the first thing that people think about when they think about biases and de-biasing. And maybe now there is some discussion about ethnicity. But it feels like they formulate ethnicity in a way that is very US-centric. And since you both work on Italian contexts where maybe there are not exactly the same ethnic categories, do you also find challenges with how it is studied currently and how you would like for it to be studied?

Yelena Mejova: In Italy specifically, I have never seen ethnicity considered in datasets. It is not a topic compared to the United States. It is not being tracked.

Kyriaki Kalimeri: Yes, it is not something that I have ever encountered in data.
When you look at, for example, Twitter’s terms of service for the data usage, you cannot even try to guess user demographics.

Yelena Mejova: Mostly we do not generate our own data. We scrape it, it is generated by somebody else. It is the design of those systems that predetermines what we can do. For example, Facebook does have an elaborate selection system for gender, i.e., there were more than two selections [9]. If this was surfaced somehow to researchers, we would be able to work on it. But if there is not even a button for it, a selection, then there is little we can do. When you look at, for example, Twitter’s terms of service for the data usage, you cannot even try to guess user demographics. Of course, there is a good reason for it – privacy issues. But if you are not able to target a specific group, we cannot study them either. So, we have to find the middle ground with protection on one side. And especially if people choose to reveal such information about themselves, if they are okay with it, then we should support it.

Kyriaki Kalimeri: Sometimes they do so to advocate for certain things that are important to them.

Yelena Mejova: Just like in this talk, in our workshop [10] on people disclosing their preferred pronouns. And more and more people do it including heterosexual cisgender people. So, it is becoming a norm and it should be at least not stifled.

GESIS: Moving to some of your more recent work, “Authority without Care: Moral Values behind the Mask Mandate Response” [11] which is also going to be presented at this conference [ICWSM-23] [12]. Maybe we could use this as an example for you to explain how you approach such a kind of project and how you in the end derive policy implications from that. How do you get from asking a research question and answering it to drawing wider conclusions that could potentially inform policy making?

Kyriaki Kalimeri: It is not a linear process. We started with much more complex research questions about prosocial behaviors, and it is a continuous back and forth of what kind of data we can have access to and what kind of questions we can answer with this data. We usually start with really cool research questions but then we need to adjust them according to the data availability. We cannot have the holistic view of society that we would like to have so our final projects are an interplay between important research questions and solid answers we can provide.

Especially in the humanitarian research, there is a very high percentage of cool things that we would love to do but we have no data; it is not unlikely that the communities we work with have no access to internet for instance. We can only have access to these people through humanitarian experts in the field. There are different kinds of implications. From our side we are always trying to connect our research to questions that reflect actionable insights about our society with a potential positive impact.
Yelena Mejova: Of course, it does not come out of nothing. Often, we already know some surveys or articles. The masking issue was obviously very politicized.

Kyriaki Kalimeri: The research questions are often driven by our intuition.

Yelena Mejova: In this particular case I remember even some Pew Research Center articles [13] talking about masking. In that sense it was a straightforward connection. But I was really thinking about it politically because that is my interest. But then Kyriaki thought to look at their values and it goes beyond just politics.

Kyriaki Kalimeri: Yes, because I was interested in how people reason about this. It is not just “I wear a mask” versus “I do not wear a mask”. But it was also the whole reasoning of a simple behavior which turned into a political stance. It was like an indication of group membership rather than being an action that you take towards a public health issue. It was more like “I stand with this or that politician” and an emergence of how you build communities and the resistance in society through a very simple, non-invasive act. We observed the evolution of this transformation while it was happening. Vaccination, for instance, is an invasive intervention; I understand people’s concerns to vaccinate their children or themselves. It is something that they are afraid of for a series of reasons. Wearing a mask, on the other hand, has absolutely no impact on your life. It is just not elegant and perhaps you cannot breathe as easily as you would breathe without it, however there is absolutely no risk, and yet the conversation was so heated.

Yelena Mejova: Yes! Somehow people had strong feelings about it. Where did they come from?

Kyriaki Kalimeri: They were really arguing about something that does not cost you much and it does not harm you in any way.

GESIS: Maybe shifting to a slightly different topic which is that in this research community with work on vulnerable communities and their wellbeing, do you see any common misconceptions or misperceptions?

Yelena Mejova: There is definitely a disconnect between the engineers and the actual policy implementers. Just as we have had all of our wonderful talks and academics and graduate students presenting their work, towards the very end, one of the speakers said: “If you don’t have funding for it, how are we supposed to do anything?” If the tools are not usable it is a big problem. We can come up with all these cool algorithms, but they are not reaching their potential if they cannot be used by people without technical know-how. There is a lot more non-technical work that has to happen before this. Unfortunately, it is
really hard to get it into the hands of people who are implementing it on the ground. They are usually very busy and skeptical about the future.

**Kyriaki Kalimeri:** Yes, there are misconceptions on both sides. Sometimes policymakers think we do magic. It is also a responsibility from our side to communicate things in a way that is widely understood, not just graphs, values, and formulas, but render the concepts understandable to people from totally different backgrounds. The same way I would not understand anything if I went to a lawyers’ conference. You have to be able to adjust the communication of what you do to your audience’s background. That is an important skill to teach younger researchers, the more interdisciplinary the field becomes. When I was at the university, we were all telecommunication engineers with a common language, but then as a visiting PhD scholar at MIT, Sandy Pentland taught me the importance of proper and thorough communication of science. This was a great lesson for me.

**What do you call a ‘vulnerable population’?**

We need to communicate with people that come from different backgrounds, and we need to make sure our messages are not misinterpreted. Often because the same word means different things in different disciplines. Our latest workshop was on vulnerable populations. A highly esteemed collaborator from UNICEF argued: “What do you call a ‘vulnerable population’? And who is that you mean that is vulnerable?” – A whole super interesting discussion on what is vulnerability and who is vulnerable arose. Us, as computer scientists and engineers, never gave that much thought on it. Yet, it was a very important discussion which broadened our understanding and perception on the field.

**Yelena Mejova:** This is extremely important now with large language models. The difficulty is that they are so easy to use, and they are very useful in many ways, but what they lack is being deterministic, having an actually good predictability. It is this sort of uncertainty that is difficult to communicate. A difficulty we had during COVID, when people noticed we were wrong. We just did not know, we were guessing. Now we know. It is the nature of the thing, and it is hard to communicate to people that I am concerned that tools will be used in ways that they are not suitable for.

**GESIS:** That is a great takeaway here, that it is not only important to solve a task or answer a question, but also to communicate it effectively and responsibly and make sure that it reaches people.

**Kyriaki Kalimeri:** Because this is what in the end creates all the misconceptions. If you have the slightest doubt about what you are hearing, you are going to be very skeptical. Transparency and digital literacy are very important in all disciplines. Science, journalism, policy making. As things move more towards generative AI, it is going to be really hard to distinguish what is truth and what is not truth and how much of a truth is in there.
Yelena Mejova: Although we are already moving towards that. Many schools and educational programs have digital literacy classes and hopefully they will incorporate a little bit of the latest technologies in there as well.

GESIS: Yelena, you touched upon that before, when you talked about some of the steps that you would do before publishing data, like rephrasing it, for example. Maybe you could reiterate on that and give some practical advice to researchers who want to do responsible research in vulnerable communities. What are some of the things that you have to care for with that type of research?

Yelena Mejova: I have not been a part of universities. Most of my research has not gone through the institutional review board. And in some places, they would even say that you do not have to submit your work because it is public data and you do not interact directly with the participants. But especially when you start talking about people who post personal things like health, you realize that the right to be forgotten does not exist anymore when you solidify it into a dataset. We have published some annotated datasets of political, general topics that are not necessarily very personal. But with the personal ones, it is hard. Usually, we have the content but not the ID or something similar, or as Twitter suggests [read now: as Twitter used to suggest], we release the tweet IDs and then the tweets have to be recollected, but these might be unavailable because they have been deleted. This limits the reproducibility of our research. There is the usual tension between keeping people safe and not disclosing too much information. In that sense having information brokers who would keep data and verify who is accessing it would be better for research. But the question of how to organize this would come up.

GESIS: Who is going to make the decisions?

Yelena Mejova: This is never going to happen. But for example, when I was working on a paper on abortion [14], it was very difficult to find a list of abortion clinics in the US. I am guessing, they do not want to be found that easily. But it is a tension – they should be found by somebody if somebody wants to use them. I had to go to a research group that collected a list, but they did not want to publish it. After I signed a contract that I would not use it in an unethical way I received this list, and it was very helpful. But at this point, it seems like the researchers themselves have to police how certain information gets released. This is something I will be speaking about a little bit during the panel on ethics at this conference [15]. A very nice idea that is, however, difficult to implement. Think of datasets in post publication, there should be some way to encourage people to shepherd the data afterwards. We should be able to track it. Who uses it and how? What is the metadata for it like? Is the licensing appropriate? Should it be changed some time down the line? All of these things, it would be great if the authors themselves were keeping track of it. But, of course, they do not because there is no reward in it, and it is really hard.
Kyriaki Kalimeri: And it becomes expensive because you need space, you need storage, you need to monitor these things.

Yelena Mejova: In a perfect world we would do that. But we need infrastructure, we need reward systems, we need many things to encourage us to do it. It still could be improved a lot.

GESIS: Kyriaki, would you also like to talk about some of the safeguards that you take when working on this type of research?

Kyriaki Kalimeri: In the past I worked also with biomedical information, even more sensitive data. We had to ensure the integrity, confidentiality, and of course data availability. Even if the server was safe enough, there are many things to be careful with when you are dealing with such sensitive information. In those studies, of course we obtained ethical approval, and provided informed consent, however still we need to be cautious. Social media data are less sensitive, but still, we need to anonymize, and make sure all our collaborators are aware of the proper use of them. A tricky area is data reproducibility. As Yelena said, to reproduce exactly our findings, other researchers need to have access to the raw data. There is always this trade-off between reproducibility and ethical concerns.

Yelena Mejova: We do not deal with that much data that something like differential privacy could help with. A lot of things we are measuring are on a very personal level. I am not an expert on it, but there are huge datasets that Facebook publishes. Some of the things I have done cover at least a few thousand people in a network somewhere. We could have tried applying some more sophisticated privacy-preserving things and then releasing them. But this would be a paper in itself.

Kyriaki Kalimeri: Exactly, if you have access only to the aggregated data, usually you cannot reproduce the same result of the paper. The solution is not as easy; even with anonymization, and I am referring to proper sociodemographic and behavioral anonymization not just hashing the name or ID, often reproducibility is impacted too.

Yelena Mejova: It could even be pointless.

Kyriaki Kalimeri: Hence often is a blind, “trust me, I know what I am doing” kind of situation. This is why I personally believe in trusting partnerships between academia and industry.
GESIS: That is a great summary of some of the tensions working with sensitive data and vulnerable communities.

**The super important thing is to be transparent about everything.**
You share the data; you say what data you share.
You scrape, you say what you have scraped.

**Kyriaki Kalimeri:** The super important thing is to be transparent about everything. You share the data; you say what data you share. You scrape, you say what you have scraped. Say how you used it and why. When the Cambridge Analytica story [16] came out, people had no idea how their data were being treated and of course it was a scandal. Being upfront with the data, methods, but also objectives, we can create a relationship of trust with the broader audience. This comes back to how much people trust science and how we communicate. From my past experience, if you are transparent and you communicate properly your ideas and objectives people are willing to collaborate and contribute their data. It takes of course much more time and effort.

GESIS: This relationship between transparency and trust – the lack of it can lead to erosion of trust.

**Kyriaki Kalimeri:** While nurturing it will allow us to advance science, because otherwise it will be a black box and people do not know whether they could trust you or not.

GESIS: For these research topics, if someone was getting started, what are the type of resources that you would suggest to them in terms of tutorials or workshops? We will obviously include your workshop here, but are there are other handbooks, papers, any courses that you think are interesting?

**Kyriaki Kalimeri:** Well, there are tutorials about data mining, natural language processing, machine learning. Together with Yelena we have also given two tutorials on the topic [17]. Then, there is plenty of information on social sciences, too.

**Yelena Mejova:** Most of the students might find “The Missing Semester of Your CS education” [18] helpful. How do you use Linux terminal? How do you do the very basics? Often people come from many different places. This one is very basic but essential. I think there is a very nice paper on data annotation “Grounded theory” [19]. In computing we are very used to classification and annotation for classification, but sometimes you do need to understand what is in the data. So, the ‘grounded theory’ thing is very important. There is a very nice overview of how to do it.

GESIS: If you were able to make a wish to the universe for something that would help you with your research on vulnerable communities. What would that be?
Kyriaki Kalimeri: Data!

Yelena Mejova: The thing that I mentioned would be nice. The thing about a data broker. Because it is ambitious, but it is not impossible. You could put the sages of some discipline together, or even many disciplines, or even pay them as long as they would give you some kind of access to particular datasets. Right now, it is about connections.

For example, if you just extend general data protection regulations and individuals could agree to leave their data open for research.

GESIS: Democratizing data access. I think that is a really nice note to end our interview on. Thank you!
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